A decision support system for the prediction of mortality in patients with acute kidney injury admitted in intensive care unit
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Abstract
Intensive care unit (ICU) is a very special unit of a hospital, where healthcare professionals provide treatment and, later, close follow-up to the patients. It is crucial to estimate mortality in ICU patients from many viewpoints. The purpose of this study is to classify the status of patients with acute kidney injury (AKI) in ICU as early mortality, late mortality, and survival by the application of Classification and Regression Trees (CART) algorithm to the patients’ attributes such as blood urea nitrogen, creatinine, serum and urine neutrophil gelatinase-associated lipocalin (NGAL), alkaline phosphatase, lactate dehydrogenase (LDH), gamma-glutamyl transferase, laboratory electrolytes, blood gas, mean arterial pressure, central venous pressure and demographic details of patients. This study was conducted on 50 patients with AKI who were followed up in the ICU. The study also aims to determine the significance of relationship between the attributes used in the prediction of mortality in CART and patients’ status by employing the Kruskal–Wallis H test. The classification accuracy, sensitivity, and specificity of CART for the tested attributes for the prediction of early mortality, late mortality, and survival of patients were 90.00%, 83.33%, and 91.67%, respectively. The values of both urine NGAL and LDH on day 7 showed a considerable accuracy, sensitivity, and specificity of CART for the tested attributes for the prediction of early mortality, late mortality, and survival of patients.
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Highlights:
- A simple and straightforward decision support system with high classification accuracy has been developed.
- Urine neutrophil gelatinase-associated lipocalin is associated with early mortality in patients with acute kidney injury in intensive care unit.
- Lactate dehydrogenase is associated with late mortality in patients with acute kidney injury in intensive care unit.

Introduction
The estimation of mortality in the intensive care patients is beneficial from many viewpoints of patient care such as triage, treatment, resource planning, and providing information to patients and/or their relatives about the disease (Lee et al., 2015). Since the early 1980s, various scoring systems, such as The Acute Physiology and Chronic Health Evaluation (APACHE), Sequential Organ Failure Assessment, and The Simplified Acute Physiology Score, have been employed for predicting the severity of disease in the intensive care patients. No definitive assessment criteria have yet been found because of the complexity of the data that need to be specific for each disease (Xu et al., 2017). Therefore, the mortality rate can be estimated approximately by the evaluation of essential demographic, physiological, clinical, and laboratory test data (Lee et al., 2015).

Multiple organ failure is one of the leading causes of deaths in the intensive care unit (ICU). For this reason, especially in order to follow the course of the disease, six organ systems, including cardiovascular, respiratory, renal, hepatic, hematologic, and central nervous system, are monitored closely during the treatment process (Mehta and Gupta, 2015). Acute kidney injury (AKI) is known as a sudden or rapid decline in renal function. AKI is observed in up to 25% of patients undergoing intensive care treatment. It is known to have high mortality rates of up to 40–50% (Vincent, 2007). The mortality rate of AKI is still high despite various technical advances. AKI is also effective in the long-term prognosis of patients. In order to improve the prognosis in patients with AKI, it is vital to identify the various risk factors for AKI mortality. There are a number of parameters that are associated with short- and long-term mortality rates in AKI (Schmitz et al., 2017). Schmitz et al. (2017) showed that age and APACHE II scores affect the mortality rate, whereas cardio-
vascular risk factors, such as diabetes, hypertension, stroke, and so on, do not affect the mortality rate. Coca et al. (2014) demonstrated that high levels of urine IL8, neutrophil gelatinase-associated lipocalin (NGAL), kidney injury molecule 1, and liver-type fatty acid binding protein increased the risk of long-term mortality.

Medical/clinical databases that are stored in the hospital or laboratory systems include information about the patients’ medical/surgical history along with physiological, and biochemical parameters. The discovery and understanding of the relationships between data in these databases is a vital issue in terms of obtaining new information. Especially in the analysis of large quantities of data, the development of new methods and tools has become possible with the increase of computing power of computers. Data mining provides prediction models by using medical/clinical data to support the doctors’ decisions in the diagnosis and treatment of diseases. Furthermore, it also allows for the discovery of patterns (Koh and Tan, 2011). In addition to that, data mining has been successfully used to identify and model the relationship between a healthy person and a patient that has various diseases such as cancer, heart disorders, and hypertension by comparing the personal data such as demographic data, laboratory findings, and physiological data (Worachartcheewan et al., 2018).

The purpose of this study is to develop a decision support system for the determination of early mortality, late mortality, and survival of patients with AKI undergoing treatment in the ICU. Therefore, this study also aims to examine the physiological parameters and/or laboratory tests of patients for the detection of early mortality, late mortality, and survival.

**Material and methods**

**Dataset**

Our study employed the dataset (Nader et al., 2018) of a prospective study conducted by Mahmoodpoor et al. (2018). The study of Mahmoodpoor et al. (2018) was approved by the Ethics Committee at the Tabriz University of Medical Sciences. Their study included data from 50 adult patients admitted to the ICU at a major university-affiliated teaching hospital. Written informed consents were obtained from the patients or their predetermined health decision-makers. The criterion for the study entry was determined as less than 200% increase in their predetermined health decision-makers. The criterion for Written informed consents were obtained from the patients or es. Their study included data from 50 adult patients admitted to the ICU. Therefore, this study also aims to examine the physiological parameters and/or laboratory tests of patients for the detection of early mortality, late mortality, and survival.

pressure and volume overload. Norepinephrine infusion was employed for supporting the blood pressure. Renal replacement therapy (RRT) was employed in the case of volume overload and acidosis that is resistant to medical treatment. Furthermore, this dataset includes variables such as gender, age, comorbid disease, mortality risk score (APACHE II), vasoressor requirement, diuretic use, central venous pressure, mean arterial pressure, GFR (Chronic Kidney Disease Epidemiology Collaboration and Modification of Diet Renal Disease), early mortality, late mortality, and some values calculated from these attributes. The values of attributes provided in the dataset are presented in Table 1.

**Data mining (Classification)**

Classification, one of data mining methods, models the relationship between the attributes of data (training data) and pre-defined class labels. Several methods/algorithms, such as decision trees, rule-based classifiers, Naive Bayes classifiers, neural networks, and SVMs, can be employed in the creation of a classification model. After the modeling process, the performance of the classifier is evaluated on the test data. A decision tree is a diagram similar to a flowchart, which shows the various results of a series of decisions. Decision trees are preferred for solving the classification and regression problems because their rules are easily applicable and understandable. In addition, they can handle both numerical and categorical data, and have low computational cost. Decision trees have three main parts: root node, leaf nodes and branches. The root node is the starting point of the tree. Root and leaf nodes contain questions or criteria to be answered. The branches are the paths that connect the nodes and show the flow between the questions and answers (Han et al., 2012).

Training dataset, attributes, and attribute selection method are required for the basic tree-building algorithm. An attribute selection method is used for the determination of the attributes that best divide the given tuples into their classes (Han et al., 2012). Information gain, gain ratio, and Gini index are often used to determine the best separating attribute (Rokach and Maimon, 2005). The decision tree creation is a recursive process, in which the decision tree starts with a single root node where all the data have formed. It selects the best separating attribute with the help of an attribute selection method, thereby creating a node. The tree algorithm terminates the node as a leaf and defines the class label whether all the samples in the dataset belong to the same class or if there is no attribute to break. Otherwise, the attribute selection is done (node attribute and criterion are determined). Algorithm divides the dataset into subgroups. Unless the termination criterion is provided for each subgroup, the process recursively continues division and adding new nodes. If all the samples belong to the same class or there are no remaining attributes or there are no tuples for a given branch, the finishing criterion is provided (Han et al., 2012).

Although various decision tree building algorithms are in the literature, usually ID3, C4.5, and Classification and Regression Trees (CART) are widely used (Singh and Gupta, 2014). In our study, CART were chosen because the attributes of the dataset contain real numbers and the output value (class label) is discrete (early mortality, late mortality, and survival). The Gini index is used as the attribute selection method in CART.

The CART algorithm was implemented in (MATLAB R2018b, The MathWorks Inc., Natick, MA, USA). There was no restriction on the maximum tree depth. Maximum number of decision splits, minimum number of leaf nodes and minimum number of branch nodes were equal to “sample size”-1, 1 and
The classification performance of the designed decision tree was evaluated according to accuracy, sensitivity, and specificity. Accuracy is the percentage of test samples that are correctly classified by the classifier. Sensitivity (true positive rate) is the proportion of true predicted positive samples over real positive samples. Specificity (true negative rate) is the proportion of true predicted negative samples over real negative samples (Han et al., 2012).

In the literature, while a classification model is built, generally 70–90% of the dataset is used as training set. In our study, we chose 80% of the dataset for training and the rest part was for test. Decision tree was modelled in MATLAB software. Patients included in the training set were not included in the test set. The distribution according to the group of patients in the training and test sets are equal. In this way, different training and test data sets were created and decision trees were created. Correlation method was used to determine whether collinearity was found among the attributes used in the decision tree. Predictors/Attributes were considered to be collinear if the correlation coefficient exceeds 0.7 (Dormann et al., 2013). One of the decision trees that has highest test dataset classification accuracy rate and consists non-collinear attributes was selected and its results were presented.

**Statistical approach/analysis**

From the statistical perspective, in order to determine which tests can be applied to the data, the normality of the distribution of variables was examined by the Kolmogorov–Smirnov test. The Kruskal–Wallis H test, which is applicable to nonparametric and multi-class, was used to test whether there was a significant difference among the used attributes in the decision tree. These variables were also analyzed by using correlation analysis for the collinearity test. Statistical methods were applied by using SPSS 22.0 (Statistical Package of Social Sciences Inc., Chicago, IL, USA).

**Results**

The decision tree obtained by using the CART algorithm is presented in Fig. 1. Patients whose uNGAL score on day 7 were greater than or equal to 69 on the root (first) node of the decision tree were assigned to the “early mortality” group. On the first node, 12 of the 50 patients were assigned to the “early mortality” group. These patients were correctly classified because their real condition was in the “early mortality” group. If the patient’s uNGAL value on day 7 is less than 69, the second node is passed. On the second node of the decision tree, patients with a LDH score on day 7 are greater than or equal to 627 were assigned to the late mortality group. In this node, eight patients were assigned to “late mortality” group. When the actual conditions of these patients were examined, seven patients were assigned in the late mortality group and one patient was assigned in the “survival” group. In total, 11 patients were in the late mortality group in the dataset and 7 of them were correctly classified in this node. At this stage, 1 out of 27 patients in the survival group was incorrectly classified as “late mortality” group. If the LDH value of the day 7 is less than 627, the third node is passed. On the third (final) node, patients with a pH value are greater than or equal to 7.484 were assigned to the “late mortality” group, otherwise, they were assigned to the survival group. At this node, 2 out of 11 patients
in the "late mortality" group and 26 out of 27 patients in the "survival" group were correctly classified. In summary, it was observed that one patient was assigned to the "survival" group on the second node and two patients assigned to the "late mortality" group on the third node were classified incorrectly. A total of three patients were assigned to different groups.

The confusion matrix for training and test datasets with the criteria used in the CART is shown in Table 2. Classification accuracy, sensitivity, and specificity of the decision tree representation for training dataset were 95.00%, 94.71%, and 97.17% respectively. Classification accuracy, sensitivity, and specificity of it for test dataset were 90.00%, 83.33%, and 91.67% respectively.

The distribution of these attributes (uNGAL, LDH, and pH) for each patient group is given in Fig 2.

The Kuskal–Wallis test was applied for the significance between the attributes (uNGAL, LDH, and pH) and patients’ status (early mortality, late mortality, and survival). Test results are provided in Table 3. The uNGAL and LDH attributes on day 7 showed a significant difference according to the patient’s condition ($p < 0.001$). In addition, it was found that there was also a tendency of high significance among the patients’ status when the pH attribute is compared ($p = 0.097$).

There was no observed collinearity among the attributes used in CART because the correlation coefficients are less than 0.7 (Supplementary Table 1).

---

**Table 2.** The confusion matrix of the decision tree model for training and test datasets

<table>
<thead>
<tr>
<th></th>
<th>Training dataset (40 patients)</th>
<th>Test dataset (10 patients)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Survival</td>
<td>Early mortality</td>
</tr>
<tr>
<td>Actual Survival</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>Early mortality</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>Late mortality</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

---

**Fig. 1.** Decision tree model for patients with AKI in ICU

**Fig. 2.** Box plot representations of the uNGAL (on day 7), LDH (on day 7), and pH values with respect to patients’ status/group
NGAL, APACHE II score, vasopressor, and diuretic need, which is the proportion of data mining methods to patient’s attributes, such as patients who develop AKI after being admitted to an ICU. We used the proposed LDH values of the day 7 parameter/attribute that can be employed for prediction of mortality in patients who develop AKI after being admitted to an ICU. We tried to estimate the mortality of the patients by the application of data mining methods to patient’s attributes, such as NGAL, APACHE II score, vasopressor, and diuretic need, which are some of the early markers of AKI and the data obtained from the routine laboratory tests in ICU. A decision tree was created with the CART algorithm to achieve this purpose.

We developed a simple decision tree, and the training and test accuracy rates of that tree were 95.00% and 90.00%, respectively. If the decision tree of three nodes is finished with two nodes, two patients in the “late mortality” group at node 2 will be assigned to the “survival” group and there will be five errors in total. If the decision tree is designed with two nodes, then it classifies the entire dataset with 90.00% accuracy. In each case, the decision tree can predict the condition of the patients with a high accuracy rate. In decision trees, overfitting occurs when the tree is designed to perfectly fit all the samples in the training dataset. In this situation, there are many branches to categorize each sample in the classes. A tree that overfits the training data provides high classification accuracy for training data but the predictive performance is poor on the unseen test data. The proposed decision tree model has very few nodes and high classification accuracy in both training and test datasets. In this respect, the decision tree is a good classification model without overfitting. In the second part of the study, the Kruskal–Wallis H test was applied to evaluate whether the attributes used in the decision tree differ according to the patient’s condition (early mortality, late mortality, and survival). Both the proposed decision tree model and the statistical method were used to determine that the uNGAL and LDH values are the parameters/attributes that can be used in the prediction of mortality in the patients with AKI. NGAL, normally secreted at a lower level from the epithelial cells of kidneys, is an early biomarker for the determination of ischemic, septic, or nephrotoxic renal damage. In the case of tubular epithelial damage, its secretion begins within three hours. Both uNGAL and pNGAL levels increase rapidly in proportion to the duration and severity of the injury (Nickolas et al., 2008). If the patient has prerenal or transient azotemia without kidney damage, then the NGAL levels do not exceed the normal levels in this case (Belcher et al., 2014). In this regard, both early and discriminative diagnosis with AKI and NGAL is better than serum Cr (Au et al., 2016). Shyam et al. (2017) also reported that the use of serum Cr levels in conjunction with uNGAL, instead of only using serum Cr, can improve the patient management and reduce the expected costs in the diagnosis of AKI.

Various studies (Gungor et al., 2014; Haase et al., 2009; Ralib et al., 2014; Shyam et al., 2017; Wang et al., 2014; Yang et al., 2014) have demonstrated that NGAL could be used in the prediction of mortality. Parikh et al. (2017) showed that there is a considerable increase in the NGAL levels after shock (circulatory) in the patients undergoing intensive care. It was stated that NGAL could be used for predicting the development of AKI before one to three days according to creatinine level; therefore, it would serve as a suitable early descriptive biomarker for AKI. Gungor et al. (2014) prospectively monitored the uNGAL and pNGAL levels of 64 patients [30 patients with HRS (†)] with cirrhosis. Their study concluded that NGAL could be used independently in the prediction of mortality for other commonly used risk factors in patients with hepatorenal syndrome. Yang et al. (2014) conducted their study in patients with burn (burn area more than 20%), in which they collected the values of serum Cr, serum cystatin C, uNGAL, and pNGAL from the samples at 0, 3, 6, 12, 24, and 48 hours. The data of these samples were evaluated in order to determine the predictive characteristics of these biomarkers in terms of the risks of AKI and mortality. The maintained high levels of uNGAL and pNGAL until the 12th hour were considered as high risk factors in terms of early development of AKI and early mortality. However, early uNGAL levels have failed to predict late AKI or late mortality. The maintained high levels of uNGAL and pNGAL at the 48th hour were found to be related to AKI and mortality independently from other factors. In addition to these studies, in many of the studies on patients in shock, NGAL has been shown to be a good prognostic agent in predicting the need for RRT and mortality (Haase et al., 2009; Ralib et al., 2014; Wang et al., 2014). By using the same dataset, our previous study (Kayaalti et al., 2018) demonstrated that uNGAL levels are an important parameter/attribute for the prediction of an early mortality rate. However, our previous study found that only statistically significant parameters were associated with early mortality, whereas different data mining methods were used in this study. In this way, we found that in addition to the relationship between uNGAL and early mortality, LDH, and pH were also associated with late mortality.

In our study, the LDH parameter on day 7 was a decisive factor on the second node of our decision tree model. LDH is a fast and universally accessible biomarker and a widely released intracellular enzyme, which is also used in the routine care of patients admitted in ICU due to its low cost. During hypoxia, it is transformed into the first pyruvate molecules and then to lactate molecules (Morello et al., 2016). High LDH levels are observed in the cases of serious diseases, such as tissue damage, necrosis, hypoxia, hemolysis, or malignancy (Eigentler et al., 2011; Karlsson et al., 2010; Kato et al., 2006). Various studies (Cui et al., 2017; Hu et al., 2015; Leite et al., 2013; Morello et al., 2016; Sirikut and Kalayarnaroj, 2014; Wu et al., 2016; Zein et al., 2004) have detected high serum levels of LDH in several diseases (acute pancreatitis, acute aortic syndrome, sepsis, pulmonary embolism, metabolic syndrome and pulmonary arterial hypertension), and these studies concluded that LDH can be used for prognosis.

Our study used the proposed LDH values of the day 7 (≥ 627) on the decision tree model to decide for late mortality. Mahmoodpoor et al. (2018) pointed out that there is a relationship between LDH levels along with progression of AKI and early mortality in their studies. Our study also demonstrated that LDH can be used to predict late mortality by both decision tree and statistical methods. Cui et al. (2017) investigated acute pancreatitis with the association between LDH and persistent organ damage. Their study further confirmed

### Table 3. Kruskal–Wallis H test statistics for uNGAL (on day 7), LDH (on day 7), and pH values with respect to the patients’ status/group

<table>
<thead>
<tr>
<th></th>
<th>uNGAL (on day 7)</th>
<th>LDH (on day 7)</th>
<th>pH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chi-Square</td>
<td>29.401</td>
<td>27.792</td>
<td>4.661</td>
</tr>
<tr>
<td>Df</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Asymp. Sig.</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>0.097</td>
</tr>
</tbody>
</table>

### Discussion

The purpose of this study was to determine the parameters/attributes that can be employed for prediction of mortality in patients who develop AKI after being admitted to an ICU. We tried to estimate the mortality of the patients by the application of data mining methods to patient’s attributes, such as NGAL, APACHE II score, vasopressor, and diuretic need, which are some of the early markers of AKI and the data obtained from the routine laboratory tests in ICU. A decision tree was created with the CART algorithm to achieve this purpose.

We developed a simple decision tree, and the training and test accuracy rates of that tree were 95.00% and 90.00%, respectively. If the decision tree of three nodes is finished with two nodes, two patients in the “late mortality” group at node 2 will be assigned to the “survival” group and there will be five errors in total. If the decision tree is designed with two nodes, then it classifies the entire dataset with 90.00% accuracy. In each case, the decision tree can predict the condition of the patients with a high accuracy rate. In decision trees, overfitting occurs when the tree is designed to perfectly fit all the samples in the training dataset. In this situation, there are many branches to categorize each sample in the classes. A tree that overfits the training data provides high classification accuracy for training data but the predictive performance is poor on the unseen test data. The proposed decision tree model has very few nodes and high classification accuracy in both training and test datasets. In this respect, the decision tree is a good classification model without overfitting. In the second part of the study, the Kruskal–Wallis H test was applied to evaluate whether the attributes used in the decision tree differ according to the patient’s condition (early mortality, late mortality, and survival). Both the proposed decision tree model and the statistical method were used to determine that the uNGAL and LDH values are the parameters/attributes that can be used in the prediction of mortality in the patients with AKI. NGAL, normally secreted at a lower level from the epithelial cells of kidneys, is an early biomarker for the determination of ischemic, septic, or nephrotoxic renal damage. In the case of tubular epithelial damage, its secretion begins within three hours. Both uNGAL and pNGAL levels increase rapidly in proportion to the duration and severity of the injury (Nickolas et al., 2008). If the patient has prerenal or transient azotemia without kidney damage, then the NGAL levels do not exceed the normal levels in this case (Belcher et al., 2014). In this regard, both early and discriminative diagnosis with AKI and NGAL is better than serum Cr (Au et al., 2016). Shyam et al. (2017) also reported that the use of serum Cr levels in conjunction with uNGAL, instead of only using serum Cr, can improve the patient management and reduce the expected costs in the diagnosis of AKI.
that the LDH values measured in the admission of patients are a potential prognostic factor. Zein et al. (2004) investigated the utility of high LDH levels in determining the severity of tissue damage in sepsis and septic shock. They also concluded that LDH is a marker that reflects the degree of tissue damage. Leite et al. (2013) demonstrated in their study, which evaluated 165 pulmonary embolism patients retrospectively, that LDH is a crucial parameter in the prediction of all-cause mortality in the cases of both hospital and non-hospital. Wu et al. (2016) conducted a comprehensive retrospective study to determine the association of LDH with mortality in patients with metabolic syndrome. As a result, this observation shows that there is a positive correlation between high LDH levels and all-cause mortality in patients with metabolic syndrome. Sirikutt and Kalayanarooj (2014) examined LDH levels in patients with dengue hemorrhagic fever with shock and hepatic injury. Their study found high LDH levels in these patients. Deterioration in the function of the liver provides information about the severity of heart failure. For this reason, high LDH levels are expected in patients with heart failure and liver dysfunction. Hu et al. (2015) aimed to determine the prognostic significance of LDH in patients who have a severe heart failure with idiopathic pulmonary arterial hypertension (IPAH). They determined that high LDH levels were a risk factor for mortality in patients with IPAH. In most of these studies, a single LDH value was examined. Only Sirikutt and Kalayanarooj (2014) considered the LDH values at three different times. In most of these studies, the LDH values at the time of admission were used to determine mortality or prognosis. Our study showed that LDH levels on the day 7 were associated with late mortality in AKI. Alzahrri et al. (2015) and Zager et al. (2013) have demonstrated the relationship between LDH and kidney damage. Our study found that LDH can also be used in the prediction of mortality in patients with AKI.

We think that the correlation of mortality with the day 7 values of uNGAL and LDH is also essential in terms of evaluating the response to treatment in patients with AKI. We think that the fact that the last day data (LDH, uNGAL) of the patients showed a high success rate in the prediction of mortality would be very helpful in clinical practice in the continuation of the current treatment or switching to another treatment option. The limitation of our study is the small sample size of patients included in the study. There is a need for further studies with more patients.

Conclusions

In the proposed decision tree model, this study determined that the uNGAL levels on day 7 were associated with early mortality, whereas the LDH levels on day 7 and pH value were associated with late mortality. After performing the statistical test, these attributes were observed to be related to mortality. Often, single measurements at the time of diagnosis or at the time of admission to hospital may be insufficient for the prediction of mortality. Further studies are needed to answer the question of whether more accurate results/higher success rates can be achieved with the values of uNGAL and LDH (which we have shown that these can be used as follow-up parameters) before or after day 7.
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